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a b s t r a c t

There are two stages generally recognized in the viral capsid assembly: nucleation and elongation. This paper

focuses on the nucleation stage and develops mathematical models for HIV-1 viral capsid nucleation based

on six-species dynamical systems. The Particle Swarm Optimization (PSO) algorithm is used for parameter

fitting to estimate the association and dissociation rates from biological experiment data. Numerical sim-

ulations of capsid protein (CA) multimer concentrations demonstrate a good agreement with experimental

data. Sensitivity and elasticity analysis of CA multimer concentrations with respect to the association and

dissociation rates further reveals the importance of CA trimer-of- dimers in the nucleation stage of viral

capsid self- assembly.

© 2015 Elsevier Inc. All rights reserved.
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. Introduction

Viruses are macromolecular organisms that are composed of in-

ective genetic materials (DNA or RNA) and protective protein shells.

nderstanding the mechanism in the viral life cycle, particularly the

ntry, replication, egress, and capsid assembly will be helpful for de-

eloping effective treatments of viral diseases. While in vivo and in

itro approaches offers direct ways for investigating all stages of the

iral life cycle, the in silico approach (mathematical modeling and

omputer simulations) plays an increasingly important role in virus

tudies. Molecular dynamics (MD) is a powerful tool for simulating

iral capsid assembly [44] but places high demand on computing

esources, although coarse-grain (CG) models, e.g., [10], can reduce

he computational cost. In this paper, we explore an inexpensive ap-

roach based on the rate equations and dynamical systems.

Dynamical systems or systems of ordinary differential equations

ave been used for modeling the replication and pathogenesis of hu-

an immunodeficiency virus (HIV) [42], HIV virus dynamics [21,31]

nd infection dynamics of other types viruses [24], including sensi-

ivity analysis of system behaviors to model parameters. But in this

aper, we use dynamical systems for modeling the structural biolog-

cal aspects of HIV. We perform also sensitivity and elasticity analysis
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or our models. This is a continuation of our efforts in [19,35–37,41]

n applying dynamical systems and/or sensitivity analysis as mathe-

atical tools for investigation of biological processes.

HIV-1 is a retrovirus that causes acquired immunodeficiency syn-

rome (AIDS), a condition in humans in which the immune system

ails progressively. It is known that the HIV-1 virion undergoes a mat-

ration process, in which the viral RNA is enclosed by a cone-shape

apsid so that the virion becomes infectious. The HIV-1 viral capsid

ssembly consists of two stages: nucleation and elongation. Under-

tanding the mechanism in the viral capsid assembly is important

nd will be helpful for developing antiviral therapies that could target

iral capsids.

Structural biology research of the HIV-1 virus indicates that HIV-

conical cores have a lattice structure consisting of hexamers and

entamers [6,9,14,17,34]. At the early stage of viral capsid assembly,

ower order CA proteins nucleate into hexamers. These hexamers fur-

her assemble into the viral capsid. There have been kinetic models

or viral capsid assembly [12,18]. But these models consider a simpli-

ed pathway that allows association or dissociation of one capsomer

nit at a time. However, there is strong evidence [8,10,16] that dimers

ssociate with other dimers. Moreover, non-monomer subunits can

ssemble with each other [28,30].

In this paper, we focus on the nucleation stage of viral capsid

ssembly but consider nearly all possible pathways of association

nd dissociation. In particular, we develop mathematical models for

ucleation using dynamical systems of six species. The biological

vidence [7,10,16,25,43] are then used to reduce the model. Published

iological experimental data [30] are utilized to estimate the model

arameters representing the association and dissociation rates.
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Furthermore, sensitivity and elasticity analysis is performed to find

out what association / dissociation terms play more important roles

in the nucleation stage.

The rest of this paper is organized as follows. Section 2 presents

first a full 6-species model for nucleation kinetics and then a reduced

6-species model. Section 3 discusses the methods for model param-

eter fitting and sensitivity analysis and elasticity analysis. Section 4

presents results of numerical simulations of CA multimer concen-

trations along with sensitivity and elasticity analysis. Section 5 con-

cludes the paper with discussion for future work.

2. Models for CA protein nucleation

The existing work in [12,18,26] adopt a straightforward approach

by considering one pathway of assembly: only one CA protein

(monomer) can assemble with another subunit at a time, that is, from

n-mer to (n + 1)-mer. Similarly, the dissociation is from (n + 1)-mer

to n-mer. However, there is strong evidence [8,10,16] that dimers in-

teract with other dimers. The findings in [28,30] suggest that non-

monomer subunits can assemble with each other. Stability analysis

in [10] indicates that the dimer is an important CA intermediate in

self-assembly.

Based on the aforementioned work, we start with a new model by

considering all possible pathways for forming a nucleus, also referred

to as a hexamer or 6-mer. We follow the traditional model for poly-

mer growth, which states that any two intermediates can react and

join together [33]. Additionally, we add a pathway (b) to mimic the

trimer-of-dimers assembly discussed in [7,10,16]. Since dissociation

is also important, due to high concentrations of intermediates left af-

ter nucleation, more terms are added to describe the multitude of

dissociations. We assume that multimers can dissociate in the same

way in which they are formed during association.

2.1. A full 6-species model

Listed below are the assumptions for our 6-species model.

1. Nucleation ends with 6-mer formation. Pornilloset al. [28,30] ob-

served little to no existence of cn, n > 6.

2. One forward rate for each intermediate.

3. Multimers can dissociate in the same way they are formed in as-

sociation.

Based on the above assumptions, a dynamical system of size 6 or
a system of six ordinary differential equations is proposed as follows
for describing the kinetics in the association and dissociation.⎧⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎨
⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎩

dc1

dt
= b65c6 + b54c5 + b43c4 + b32c3 + 2b21c2

− f15c1c5 − f14c1c4 − f13c1c3 − f12c1c2 − 2 f11c2
1

dc2

dt
= f11c2

1 + 3b62c6 + b64c6 + b53c5 + 2b42c4 + b32c3

− b21c2 − 3 f222c3
2 − f24c2c4 − f23c2c3 − 2 f22c2

2 − f12c1c2

dc3

dt
= f12c1c2 + 2b63c6 + b53c5 + b43c4 − b32c3 − 2 f33c2

3

− f23c2c3 − f13c1c3

dc4

dt
= f13c1c3 + f22c2

2 + b64c6 + b54c5 − b43c4 − b42c4

− f24c2c4 − f14c1c4

dc5

dt
= f14c1c4 + f23c2c3 + b65c6 − b54c5 − b53c5 − f15c1c5

dc6

dt
= f15c1c5 + f33c2

3 + f222c3
2 + f24c2c4 − b65c6

− b64c6 − b63c6 − b62c6

(1)

where

• cn is the concentration of the n-mer intermediate (1 ≤ n ≤ 6);

• fij is the association rate of ci and cj;
• f222 is the association rate for trimer-of-dimer;

• bij is the rate of ci dissociating into two intermediates with cj be-

ing the larger intermediate of the dissociated terms, b62 is for the

special case 6-mer dissociates into three dimers.

.2. A reduced 6-species model

The above full 6-species model considers all possible pathways

f two binding intermediates and one triple bond in the association

eading to and dissociation down from hexamers. We simplify this

odel based on the findings in the literature about viral capsid as-

embly.

1. We consider three main pathways for assembly of a hexamer:

(a) Single monomers join:

c1 + c1

f11�
b21

c2, c1 + c2

f12�
b32

c3, c1 + c3

f13�
b43

c4,

c1 + c4

f14�
b54

c5, c1 + c5

f15�
b65

c6.

(b) Trimer-of-dimers as illustrated in Fig. 1:

c1 + c1

f11�
b21

c2, c2 + c2 + c2

f222�
b62

c6.

(c) Single binding dimers:

c1 + c1

f11�
b21

c2, c2 + c2

f22�
b42

c4, c2 + c4

f24�
b64

c6.

2. We consider two pathways for formation of a pentamer:

(d) Single monomers join (viewed as a part of pathway (a) for hex-

amers:

c1 + c1

f11�
b21

c2, c1 + c2

f12�
b32

c3, c1 + c3

f13�
b43

c4, c1 + c4

f14�
b54

c5.

(e) Dimers and monomers:

c1 + c1

f11�
b21

c2, c2 + c2

f22�
b42

c4, c1 + c4

f14�
b54

c5.

t is important to note that the two pathways for formation of a pen-

amer (d) and (e) do not add new forward or backward rates to the

odel. Pathway (d) is a subset of pathway (a) for a hexamer, and

athway (e) is a combination of the intermediate pathways found in

a) and (b).

The hexamer pathways are based on the findings presented in

25]. The first pathway (a) (monomers join one at a time) was adopted

n [12,18,26]. “The symmetric appearance (of a hexamer) is sugges-

ive of symmetric head-to-head dimers” promoting the trimer-of-

imer assembly seen in the second pathway (b), see Fig. 1. This is also

dvocated in [7,10,16]. The third pathway (c) for a hexamer consid-

red in our reduced model is established based on the discussion in

4,8,15,22,23,25,40]. In particular, [40] asserts that CA prefers to form

oth dimers and tetramers. This pathway could also be considered

s the “slow” formation of trimer-of-dimers. Considering only these

hree pathways eliminates the parameter f33 and the corresponding

ackward rate b63 from the model.

The pentamer pathways are also listed, since pentamers are re-

uired for formation of a closed viral capsid [3,5,13,27]. Both path-

ays for pentamer formation occur as either a subpathway or union

f hexamer pathways. Note that considering only these two pathways

or pentamers allows the elimination of the term f23c2c3, and its cor-

esponding dissociation term b53c5 from the full model.

Consideration of these pathways reduces emphasis on trimers.

ven though trimers of matrix proteins (MA) are predominately ob-

erved during the assembly of immature virions [4,41], there is not

uch evidence that the CA proteins prefer trimer formation [1].
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Fig. 1. A diagram for the second pathway (trimer-of-dimers) of hexamer assembly. Protein illustrations are drawn according to the info about PDB 3H47 HIV-1 CA monomer shown

in [29] and used by Pornillos et al. [30].
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The above discussion leads to a reduced 6-species model:

dc1

dt
= b65c6 + b54c5 + b43c4 + b32c3 + 2b21c2

− f15c1c5 − f14c1c4 − f13c1c3 − f12c1c2 − 2 f11c2
1

dc2

dt
= f11c2

1 + 3b62c6 + b64c6 + 2b42c4 + b32c3

− b21c2 − 3 f222c3
2 − f24c2c4 − 2 f22c2

2 − f12c1c2

dc3

dt
= f12c1c2 + b43c4 − b32c3 − f13c1c3

dc4

dt
= f13c1c3 + f22c2

2 + b64c6 + b54c5 − b43c4 − b42c4

− f24c2c4 − f14c1c4

dc5

dt
= f14c1c4 + b65c6 − b54c5 − f15c1c5

dc6

dt
= f15c1c5 + f222c3

2 + f24c2c4 − b65c6 − b64c6 − b62c6

(2)

here cn, fij, and bij bear the same meaning as described in the full

-species model.

This reduced 6-species model will be used for numerical simula-

ions of CA protein nucleation. Sensitivity and elasticity of the inter-

ediate concentrations cn(n = 1, . . . , 6) to the forward and backward

ates will be analyzed also (see the Section 4 ).

. Materials and methods

.1. An optimization algorithm for model parameter fitting

To obtain values of the model parameters based on published ex-

erimental data, we adopt the Particle Swarm Optimization (PSO)

ethod [11]. PSO is a method for optimizing continuous nonlinear

unctions. PSO has an open-source Matlab implementation, which

ill be used in this paper to optimize the values of the 16 parame-

ers in the reduced model for viral capsid nucleation under certain

onstraints on the forward and backward rates.

PSO is a numerical method based on the stochastic optimization

echnique developed by Eberhart and Kennedy [11] in 1995. Since

hen, it has been widely used in many research fields, for example,

eural network, telecommunications, design, control, signal process-

ng, power systems, and data mining.

PSO optimizes a problem by having a population of candidate so-

utions (particles). It tries iteratively to improve the solutions with re-

ard to additional constraints by updating generations until the tar-

et is met. In each iteration, the solutions are updated by tracking

wo values: one is the best solution or fitness (p) each parameter has

chieved, the other is the best value obtained by any other particle in

he population (g1).
After finding the two best values up to that time, the solutions

pdate their velocities and positions by the following formulas:

(i + 1) = wv(i) + d1r1[p(i) − x(i)] + d2r2[g1(i) − x(i)], (3)

(i + 1) = x(i) + v(i + 1), (4)

here

• w is the initial inertia weight with a default value 0.9;

• v(i) is the particle velocity at iteration i;

• d1, d2 are the local best influence and global best influence

weights, respectively, typically set to d1 = d2 = 2;

• r1, r2 are random variables between (0, 1);

• x(i) is the particle position at iteration i;

• p, g1 are defined as stated before.

A pseudo code for the procedure is shown as follows.

Begin i := 0;
For each particle
Initialize the particle P(i) = {x1, x2, . . . , xN};
Calculate the fitness value of P(i);
If fitness value (p) is better than p in history, replace p;
End
Choose the particle with the best fitness

alue and set as g;
For each particle
Calculate the new velocities and positions

Eqs 3 and 4);
i := i + 1;
End

.2. Constraints on the forward and backward rates

Before using the PSO algorithm to optimize the parameters, an ini-

ial guess P(1) must be chosen. The choice of PSO parameters can have

big impact on optimization performance. The following size order

elations on the forward and backward rates help find a good initial

uess and set bounds for each parameter.

.2.1. Constraints on the forward rates

The models presented in [12,20,45] assume that only one protein

s added (could associate) at a time and all forward rates are equiva-

ent. In [26], it is assumed fn (equivalent to f1n in our model) increases

onotonically with n. In [28], it is found that monomers assemble

pontaneously into a hexamer lattice tube, indicating that the CA pro-

eins tend to form hexamers. Based on these studies, we assume that

he forward rates f1n increases with n.

It is expected that f11 is very small, since the subunit–subunit in-

eractions are inherently weak [20,43]. The pentamer subunit is the

east stable intermediate, so f15 will be relatively large compared to the

thers [43].
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We adopt a similar size order relation as seen in [26]:

f11 ≤ f12 � f15. (5)

Yeager[43] discusses the stability of intermediates and claims that

a hexamer is more stable than a tetramer and a tetramer is more sta-

ble than a pentamer. We assume that stability helps drive intermedi-

ate formation and accordingly

f22 ≤ f24 � f15. (6)

For the reduced nucleation model presented in this paper, all the

forward rates except f222 have the physical dimension T−1L3M−1,

where T is time, L is length, and M is mass. The forward rate f222

(for trimer-of-dimer) is the only rate that has a physical dimension

T−1(L3M−1)2. It cannot be simply compared to the other forward

rates. Chen andTycko [10] note that the trimer-of-dimers structure

is crucial for lattice formation, and [8,16] found hexameter formation

occurs with increased CA dimer concentration, so it is expected f222 to

be large.

3.2.2. Constraints on backward rates

All the backward rates have the physical dimension T−1.

The discussion in [8,10,16] implies that it is less likely for a dimer

to dissociate. Hence, we assume that b21 will be the smallest back-

ward rate. Additionally, the instability of pentamers [43] implies that

b65 should be low compared to that of other hexamer dissociations.

These lead to the following assumptions

b21 ≤ b65 ≤ b64, (7)

b21 ≤ b65 ≤ b62. (8)

3.3. Sensitivity and elasticity analysis

Sensitivity analysis examines how a system responds to the

changes in its parameters. Sensitivity analysis is useful for identify-

ing important parameters that require additional investigation or in-

significant parameters that could be eliminated from a model [37,41].

Sensitivity is computed by finding the derivatives of each variable

with respect to each parameter. In other words, the sensitivity of the

ith variable (ci) with respect to the kth parameter (pk) is defined as

Si,k = ∂ci

∂ pk

, i = 1, . . . , N, k = 1, . . . , K, (9)

where N is the size of the system and K is the dimension of the pa-

rameter space.

Writing a dynamical system as a parametric ODE system

dci

dt
= hi(c, p), i = 1, . . . , N; p ∈ R

K , (10)

we have the sensitivity of all variables (ci) with respect to all param-

eters when the following ODE system is solved:

dSi,k

dt
(t) =

(
N∑

n=1

∂hi

∂cn
Sn,k(t)

)
+ ∂hi

∂ pk

(t), Si,k(0) = 0. (11)

However, sensitivity analysis may yield misleading results when

the parameter values change greatly in magnitude. Elasticity can pro-

duces more reliable results. Elasticity describes the rate of change of

the relative size of the variable with respect to the relative size of the

parameter. The elasticity of the ith variable with respect to the kth

parameter is defined as

Ei,k(t) = pk

ci(t)

∂ci

∂ pk

(t). (12)

SENSAI [38] is a freely available MATLAB package for performing

a forward sensitivity and/or elasticity analysis on parameterized sys-

tems of nonlinear dynamical systems. SENSAI evaluates the Jacobian

∂hi

∂cn
, i, n = 1, . . . , N (13)
nd the partial derivatives with respect to the parameters

∂hi

∂ pk

, i = 1, . . . , N, k = 1, . . . , K (14)

ymbolically using MuPAD, then solves Eq. (11) in MATLAB.

. Results

We first describe the data used for comparison for the model

resented in this paper. Parameter fitting is performed for the re-

uced 6-species model with the parameter constraints explained

n Section 3.2 so that the solution of the dynamical system closely

atches the experimental data reported in [30]. Numerical simula-

ions are performed. Then sensitivity and elasticity of n-mer concen-

rations to parameters are examined.

.1. Use of biological experimental data

It is known from the discussion in [28,30,43] that the structures

f CA hexamers are very difficult to obtain because of the weak inter-

ctions holding the hexamers together. Instead mutant CA hexamers

ere utilized for experiments.

Pornillos et al. [28] compare each mutant hexamer to the HIV-

CA hexamer given by the Protein Data Bank (PDB) code 3dik. It is

ound that four mutants assembling into tubes “appeared similar in

orphology to the wild-type tubes”. Of the four, only two mutants

A14C/E45C in lane 3 and A42C/T54C in lane 9) have enriched 6-mer

ands, which is favorable for hexamer bonding to create the full lat-

ice.

Pornillos et al. [28] state that A14C/E45C produces hexamers that

re the most similar to wild-type HIV-1 hexamers, and adding two

ore mutations gives the construct A14C/E45C/W184A/M185A even

ore favorable results. However, no data is reported for this con-

truct.

Pornillos et al. [30] present a similar study, creating mutant

A protein that faithfully mimic the hexamer properties of HIV-

capsid. It is found that the same two mutants A14/E45 and

14C/E45C/W184A/M185A produce the most realistic results. In this

ase, it is found that the latter mutant assemble less efficiently than

14C/E45C alone.

Both [28,30] consider hexamers stabilized by engineering disul-

de cross-link (the mutation) A14/E45 with similar results. Pornillos

t al. [30] give more information about the protein concentration and

iming.

In [30], crosslinked CA A14C/E45C hexamers were prepared by 10

g/mL protein into assembly buffer. The buffer is given sequentially,

rst with 200 mM β-mercaptoethanol (βME), then 0.2 mM βME, and

astly 20 mM Tris (pH 8). Each step is performed for 8 h.

For this paper, we use the data shown in Fig. 1 Panel D line 5 in

30] (reprinted in this paper as Fig. 2 the right panel). In particular,

e utilize the image processing software ImageJ to process the infor-

ation in the aforementioned image. Each i-mer was measured five

imes to alleviate any discrepancies due to any error occurring in the

easuring process. The average of these measurements are used as

ur ideal equilibrium concentrations.

.2. Results of model parameter fitting

The initial guess and bounds are constructed using the relation-

hips defined in Section 3.2. PSO is run 10 times due to the random-

ess involved in Eq. (3). Weights are set to the conventional values,

ith d1 = d2 = 2 and w = 0.9. Iterations are terminated after the max

umber of iterations (i = 2000) or by hitting the minimum global er-

or

g(i + 1) − g(i)| < 1 × 10−25 (15)
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Fig. 2. Experimental data of intermediate concentrations. (Left) SDS-PAGE profiles of the assembly. Source: [28] (reprinted with permission from Elsevier). (Right) WT stands for

wild type, CC corresponds to A14C/E45C, and CCAA is A14C/E45C/W184A/M185A. Source: [30] (reprinted with permission from Elsevier).

Table 1

Optimal model parameter values used for numerical simulations.

f11 = 0.000556 f12 = 0.004506 f13 = 0.000867 f14 = 0.038226

f15 = 0.179675 f22 = 0.013196 f222 = 0.159765 f24 = 0.061905

b65 = 0.193838 b64 = 0.256905 b62 = 0.993826 b54 = 0.056015

b43 = 0.728455 b42 = 0.719905 b32 = 0.717905 b21 = 0.019094

Table 2

Real equilibria for Eq. (2) evaluated with parameters defined in Table 1.

(c1, c2, c3, c4, c5)

(−6.43E+60, 4.02E+59, 4.017E+59, 6.28E+57, −1.93E+07)

( 7.29E+20, −1.24E+20, −5.13E+19, −2.70E+17, −6.43E+04)

( −5.94E+10, 1.74E+10, 5.97E+09, 8.52E+07, −1.47E+04)

( −0.419 , −8.976 , −53.623 , −55.321 , 891.872 )

( 12.846 , 6.476 , 17.524 , 18.613 , 10.456 )

( −360.795 , 7.256 , 57.058 , −0.787 , −0.483 )
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ith a minimum of 250 successive iterations.

We choose the set of parameters that minimize the error be-

ween the experimental data and the numerical solution. The opti-

ized parameters yield the lowest relative error (0.0125) are listed

n Table 1. All the forward rates except f222 have the physical dimen-

ion T−1L3M−1, where T is time, L length, and M mass. The forward

ate f222 has a physical dimension T−1(L3M−1)2. All backward rates

ave the physical dimension T−1. For the numerical simulations in

his paper, we use the following units: second for time T, millimeter

or length L, and milligram for mass M.

.3. Results of multimer concentrations (c1, c2, c3, c4, c5, c6)

Now we discuss the stability of equilibria for the reduced 6-

pecies model (see Fig. 3). First, we reduce the system according

o the mass conservation law and our initial condition is �c(0) =
1300, 0, 0, 0, 0, 0). This means

1 + 2c2 + 3c3 + 4c4 + 5c5 + 6c6 = 1300. (16)

The equilibria of the mass-conserving model are found using the

olve function in MATLAB. Due to the complexity of the model, the

arameters are first set to the optimized parameters (Table 1). Then,

ach equation in the model is set to zero to be solved for the concen-

ration values. Seventeen solutions were found, out of which six were

eal-valued, as listed in Table 2. The negative and imaginary equilib-

ium points are discarded, since they are not biologically meaningful.

his reduces the number of biologically possible equilibria to just one

line 5 in Table 2). The Jacobian of the system is then computed and
valuated at this equilibrium. The eigenvalues are found to be as fol-

ows:

1 = −3.196, λ2 = −4.600, λ3 = −179.051, λ4

= −0.886 − 0.342i, λ5 = −0.886 + 0.342i.

ince, each eigenvalue has a negative real part, the equilibrium shown

n Fig. 4 is stable.

The monomer concentration c1 quickly decreases as the CA pro-

eins bind with ci concentrations to form ci+1 intermediates. Note

hat there is a large initial spike in the dimer concentration c2, im-

lying many monomers bind together to form dimers first, as dis-

ussed in [4,8,15]. The quick decrease in c2 indicates the importance

f the dimers in building higher order n-mers. It is interesting to

ee the trimer concentration c3 goes through an initial spike then a

rop and then approaches the equilibrium. This will be further ad-

ressed in the section on embedded modeling. The concentrations

n(n = 4, 5, 6) are gradually increasing as expected.

.4. Results of sensitivity and elasticity analysis

Sensitivity and elasticity analysis is performed for the concentra-

ion of n-mer cn (n = 1, 2, 3, 4, 5, 6) with respect to the association

nd dissociation rates (forward and backward rates) using the SEN-

AI Matlab package [38]. There are a total of 16 forward and backward

ates, as shown in Fig. 5.

As shown in Table 1, the model parameter values vary in three

rders of magnitude. This suggests that a scaling of the parameter

alues is necessary and elasticity analysis may be more appropriate

han just sensitivity analysis.

For the six concentrations ci(i = 1, . . . , 6) and the sixteen param-

ters pk(k = 1, . . . , 16), a total of 96 derivatives need to be calculated

ver time. A scaling is then executed as defined in Eq. (12) to obtain

he elasticity.

We examine the elasticity of the concentrations to the model pa-

ameters at the following times: t = 1 × 10−5, 0.03, 0.1, 1, 2, 4, 7, 12

s). We consider the values at t = 12 as the equilibrium values. There

re rapid changes in the concentration of monomers for t < 1 and so

e consider elasticity at three other times before t = 1, then three

ther times after t = 1 but before the equilibrium.

The elasticity results tell an expected story. Near the beginning

Fig. 5), concentrations are most elastic to the forward rates, espe-

ially f11. This is intuitive, since the c1 concentration is rapidly de-

reasing as the monomers are forming into dimers and trimers, as

emonstrated in the spikes of c2 and c3 concentrations in Fig. 4. As

he time increases, concentrations become less elastic to these for-

ard rates but more elastic towards those higher intermediate for-

ard rates, such as f and f (Fig. 5 row 2).
14 15
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Fig. 3. Concentrations of all intermediates cn(1 ≤ n ≤ 6) at simulation time t = 24 × 3600 (s) with initial values (c1(0), c2(0), c3(0), c4(0), c5(0), c6(0)) = (1300, 0, 0, 0, 0, 0). The

simulation results with optimized model parameters (shown in dark red) demonstrate good agreement with the experimental data in [30], 24 h after the experiment (shown in

dark blue). (For interpretation of the references to color in this figure legend, the reader is referred to the web version of this article).

Fig. 4. Simulation results: concentrations of all intermediates cn(1 ≤ n ≤ 6) from simulation time t = 0 to t = 20 (s) with an initial condition �c(0) =
(c1(0), c2(0), c3(0), c4(0), c5(0), c6(0)) = (1300, 0, 0, 0, 0, 0). Simulations were performed until t = 24 × 3600 (s), though they are not shown here due to the early convergence of

the solution.
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There is a comparable increase in elasticity to the backward rates

(Fig. 5 rows 3 and 4). It is interesting to note that the elasticity to pa-

rameters b65 and b64 appear first out of the backward rates (Fig. 5

row 1 right), and remain evident throughout the rest of the simula-

tion time period. Since hexamers are assumed to be the most stable

intermediate, these results could provide information on when hex-

amers might disassemble.

Elasticity to the association rates f1i, i = 1, . . . , 6. The hexamer

concentration c6 shows the largest elasticity to the forward rate f11

at the beginning of nucleation. Other concentrations also show elas-

ticity to f11 at times as expected, since f11 is the parameter needed

for nucleation to begin. These elasticities decrease as time increases,

except for concentrations c1, c4, for which some fluctuations are ob-

served. See Fig. 5 (rows 1 and 2) for c and Fig. 5 (row 3 right) for c ,
1 1
4. All other intermediate concentrations follow a similar pattern of

ecreasing in elasticity for the forward rate f12.

The elasticity of c5 to f14 is seen at the beginning (Fig. 5 row 1 left).

t gradually increases as time goes by and the system approaches its

quilibrium (Fig. 5 rows 3 and 4). Concentration of c5 also shows con-

istent elasticity towards parameter f15. This implies that the two for-

ard rates f14, f15 are important for the assembly of a pentamer and

examer. Minimal elasticity is observed for any concentration with

espect to f13.

Elasticity to the association rates f22, f222, f24. Concentrations c4,

5 both demonstrate elasticity with respect to parameter f22 at the

eginning of nucleation (Fig. 5 row 1). These elasticities decrease as

ime increases. A similar pattern is seen for c6 with respect to f222 as

he system approaches its equilibrium. These results can be viewed



F. Sadre-Marandi et al. / Mathematical Biosciences 270 (2015) 95–105 101

Fig. 5. Elasticities of the n-mer concentration cn with respect to the association and dissociation rates are plotted for eight simulation time moments: t = 1 ×
10−5, 0.03, 0.1, 1, 2, 4, 7, 12 (s).
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s indications of the importance of the dimer intermediate in the as-

embly (pathways (b) and (c)).

Elasticity to the backward rates. As shown in Fig. 5, the magni-

ude of elasticities with respect to the backward rates tends to in-

rease whereas the magnitude of elasticities with respect to the for-

ard rates decreases. Elasticity to the backward rate b65 appears first

see Fig. 5 rows 1 and 2) and stays evident as time increases. Con-

entration c3 has consistent elasticity past t = 2 and c4 has consistent

lasticity with respect to b43 from t = 7 to the equilibrium. These re-

ults indicate that higher order multimers may prefer disassembly of

ne monomer at a time.
 r
Concentrations c4 and c5 show elasticity to parameter b64. This

s expected for c4, since the backward rate b64 is representative of a

examer dissociating into a tetramer and dimer. The elasticity of c5

ith respect to b64 may be indicative of a pentamer being integrated

nto the lattice, as discussed in [43]. Minimal elasticity is seen for any

oncentration with respect to parameters b62, b54, b42, b21.

.5. Model sensitivity and embedded models

Consistent low elasticity over time could imply that certain pa-

ameters are not important for modeling capsid nucleation. These
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Fig. 6. The largest elasticity magnitudes for the n-mer concentration cn with respect to the model parameters over all time (represented by the magnitudes of the derivative). Low

elasticity is observed for parameters f13, f24, b62, b54, b42, b21.

Table 3

Relative error by removing individual parameters.

Parameters f13 f24 b62 b54 b42 b21

Relative error ||Xr −X||
||X|| 0.0034 0.0479 0.0314 0.0075 0.0537 0.0020

Table 4

Relative error by removing multiple parameters simultaneously.

Parameters f13, b54 f13, b21 b54, b21 f13, b54, b21

Relative error ||Xr −X||
||X|| 0.0048 0.0021 0.0095 0.0068
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parameters may not give additional or important information for our

model. To validate this claim, embedded models are analyzed to fur-

ther characterize which parameters are most important for reflect-

ing the assembly kinetics. Parameters with low elasticity are removed

from the model, one at a time, to analyze its importance in the model.

A parameter is deemed important only if the equilibrium solution

changes or the time to equilibrium changes drastically.

The largest magnitude of the elasticity for each concentration cn

with respect to parameter pk for 0 < t < 200 is shown in Fig. 6. We

identify parameters with low elasticity for all concentrations cn. The

parameters of question are taken to be f13, f24, b62, b54, b42 and b21.

Each parameter is removed from the model, one at a time. The dy-

namical system is then reduced and re-solved. Equilibrium solution

is evaluated and the relative error between the new equilibrium (Xr)

and the original model equilibrium (X) is calculated. The results from

the embedded models are listed in Table 3. It is observed that param-

eters f13, b54, b21 can be eliminated from the model individually with

negligible changes to the equilibrium concentrations.

This process is repeated by removing multiple parameters simul-

taneously. The relative error of removing multiple parameters are

listed in Table 4. It is clear that the three parameters f13, b54, b21 can be

eliminated from the model simultaneously with a negligible change

to the equilibrium concentrations. By removing all three parameters,

the three main pathways for assembly of a hexamer change. The new

pathways are listed below.
(a’) Single monomers join (reduced):

c1 + c1

f11
⇀ c2, c1 + c2

f12�
b32

c3, c1 + c3 ↽
b43

c4,

c1 + c4

f14
⇀ c5, c1 + c5

f15�
b65

c6.

(b’) Trimer-of-dimers (reduced):

c1 + c1

f11
⇀ c2, c2 + c2 + c2

f222�
b62

c6.

(c’) Single binding dimers (reduced):

c1 + c1

f11
⇀ c2, c2 + c2

f22�
b42

c4, c2 + c4

f24�
b64

c6.

By removing parameters b54, b21, pentamers and dimers are no

onger able to dissociate in the new model. Similarly, by removing

arameter f13, there is only one pathway for tetramer assembly (path-

ay (c’), two dimers forming a tetramer). It is interesting to note that

ll three of these parameters are found in the traditional pathway (a),

s discussed in the studies presented in [18,45]. Removal of these pa-

ameters disrupts this pathway.

Calculating the probability of each pathway would be helpful for

dentifying the usefulness of the traditional pathway in the existing

ork, compared to the two new pathways for hexamer assembly in-

estigated in this paper: single binding dimers (pathway (c)) and the

rimer-of-dimer (pathway (b)).

.6. Full model vs reduced model

In Section 2.1, we proposed a full model for HIV-1 capsid nu-

leation by considering theoretically possible pathways. A reduced

odel is derived in Section 2.2 by eliminating certain pathways based

n biological evidence in the literature that these pathways are less

ikely. In Sections 4.2–4.4, we conducted numerical simulations as

ell as sensitivity and elasticity analysis to examine which parame-

ers in the reduced model are less significant. Then further reductions

f the reduced model were examined to verify that indeed these fur-

her reduced models (or embedded models) can still catch the main

eatures of the association and dissociation processes.
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Table 5

Comparison of fitted values for the parameters in the full and reduced models.

Full Reduced Full Reduced Full Reduced

f11 0.000498 0.000556 b65 0.205719 0.193838 f23 0.001434 N/A

f12 0.004585 0.004506 b64 0.263029 0.256905 f33 0.001092 N/A

f13 0.000830 0.000867 b62 0.960900 0.993826 b63 0.012523 N/A

f14 0.040147 0.038226 b54 0.109395 0.056015 b53 0.004154 N/A

f15 0.169364 0.179675 b43 0.556444 0.728455

f22 0.013115 0.013196 b42 0.738419 0.719905

f222 0.161355 0.159765 b32 0.685344 0.717905

f24 0.106903 0.061905 b21 0.028071 0.019094
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Fig. 7. Simulation results for the full model in Eq. (1): Concentrations of all intermediates cn(1 ≤ n ≤ 6) from simulation time t = 0 to t = 20 (s) with an initial condition �c(0) =
(c1(0), c2(0), c3(0), c4(0), c5(0), c6(0)) = (1300, 0, 0, 0, 0, 0). Simulations were performed until t = 24 × 3600 (s), though they are not shown here due to the early convergence of

the solution. These results are very similar to those shown in Fig 4.
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The aforementioned parameter fitting and model reduction

ethodology can also be applied directly to the full model proposed

n Section 1.1.

The full model (Eq. (1)) has 20 parameters, whereas the reduced

odel (Eq. (2)) has 16 parameters. Parameter fitting was applied to

he reduced model and the fitted values were listed in Table 1. Pa-

ameter fitting is now applied to the full model and the fitted values

re listed in Table 5, along with the values from Table 1. It can be

bserved from Table 5 that for the 16 parameters retained in the re-

uced model, their numerical values in these two rounds of fitting

re very close.

For the full model with the fitted values of these 20 parameters,

e perform also numerical simulations and plot the multimer con-

entrations (c1 through c6) in Fig. 7. It can be observed from Figs. 4

nd 7 that these concentration profiles are very similar for the full

odel and the reduced model.

Furthermore, we perform elasticity analysis for the 20 parameters

n the full model, in the same way as we did for the reduced model.

s shown in Fig. 8, the parameters f23, f33, b53 have clearly very small

agnitude in elasticity. These three parameters are among the four

arameters f23, f33, b63, b53, which are in the reduction (from the full

odel to the reduced model) investigated in Sections 1.1 and 1.2.

. Discussion

This paper focuses on the nucleation stage of viral capsid assem-

ly. It is different than the existing work [12,18,26] that consider
ainly one pathway and add/delete one capsomer unit at a time. Our

odel considers more pathways for association and dissociation and

rovides more information about the assembly. It is now revealed

y the model that CA dimers indeed play an important role in the

ucleation stage, as reflected in two results: (i) the initial spike in

he dimer concentrations in the numerical simulations; (ii) analysis

howing that f22, f24, f222 are important parameters for HIV-1 capsid

ucleation. These results conform with the findings in [4,8,15,40].

Parameters f11, f12, b64 exhibit elasticity in the monomer and hex-

mer concentrations c1, c6. These three association or dissociation

ates correspond respectively to three reactions: (i) two monomers

orming a dimer; (ii) a monomer and dimer together producing a

rimer; (iii) a hexamer breaking apart into a tetramer and dimer.

xamination of elasticity at different times helps determine which

athway is the most important. For instance, after the initial spike

f the concentration of dimers, the concentrations of the intermedi-

tes become more sensitive to f222. This is an indication of the im-

ortance of three dimers forming a hexamer. These results imply

hat the most important pathways for hexamer formation are single

onomers joining together and triple binding dimers. These results

emonstrate that our model has predictability to a certain level.

This paper applies also sensitivity and elasticity analysis for model

eduction by identifying insignificant or less important model param-

ters. The reduced model is validated by agreement of biological ex-

eriment data and in silicon results. In general, an alternation or per-

urbation of a dynamical system will result in the fundamental issue

f global stability and/or bi-stability [32]. New mathematical tools
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Fig. 8. The largest elasticity magnitudes for the 20 parameters of the full model (Eq. (1)).
like those in [39] need to be developed to address the global stabil-

ity of the polynomial autonomous dynamical systems for viral capsid

nucleation.

Clearly, there exists randomness in the nucleation stage of viral

capsid assembly. The temperature, pH-value, and many other factors

in the environment of assembly affect the association and dissocia-

tion rates and hence, the formation of CA hexameters and pentamers.

Our future work includes investigation of the stochastic features of

nucleation and stochastic dynamical systems will be an indispens-

able tool [2].

The investigation of nucleation cannot be completely isolated

from the whole process of viral capsid assembly. It is our postulation

that at the early stage of viral capsid assembly, hexamer formation

happens simultaneously in many locations within the virion. Then

these hexamers further assemble into the viral capsid. Pentamers

might form at the places where it is difficult for a hexamer to form.

This is the elongation stage. In other words, the products of nucle-

ation serves as feed of the elongation stage. We foresee a cascade of

kinetics and cascaded stochastic dynamical systems (CSDS) shall be

an exploratory tool for this investigation.
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